Assignment 3 -

Psychology 486 / 686

Chapter 19: Language
Evolution of Language

One of the major questions concerning language is how it evolved. These readings discuss several theories of language evolution. After reading the articles, why and how do you think language evolved? Write a two-page paper that answers this question. Make sure that you support your opinions with evidence from the articles that you read. You may use information from your textbook or additional sources if needed. 
Reading 1:

Website: http://www.csa.com/discoveryguides/lang/overview.php#n26

Language Origins:
Did Language Evolve Like the Vertebrate Eye, or Was It More Like Bird Feathers? (Released December 2003)

by Christopher Croom
Introduction 

Linguistics and evolutionary theory share an extremely tenuous historical relationship, as linguistics was more concerned with philology, rather than scientific observation, when Darwin first published the Origin of Species.1 The most important argument within contemporary linguistics and evolutionary theory was sparked by Pinker and Bloom's (1990) seminal analysis outlining comments made by Noam Chomsky and Stephen Jay Gould that contradicted the basis of modern evolutionary theory; this article led to an enduring debate that has persisted over the last decade.2 Since Chomsky and Gould have made a number of assertions that language (the communication system unique to human beings), could not have evolved through natural selection, and natural selection has long been the prevailing theory in evolutionary biology, the challenge presented by Pinker and Bloom was to develop a theory of language origin that was compatible with the mainstream theory of evolution, the theory of natural selection.3 Since then, however, research has provided evidence that some aspects of language may have been naturally selected for, in line with Pinker and Bloom's arguments, while other aspects of language did not result because of natural selection, thus also supporting Chomsky and Gould. The following explores and integrates the history, evidence, and theories surrounding both selectionist and nonselectionist explanations of the origin of language. 

A Brief History of Evolutionary Theory 

Evolutionary theory has been wrought with controversy since its initial appearance in public debate in the late 19th century, at which time numerous biologists and theologians generated a wide variety of theories of the origins of humankind. Only one of those has withstood repeated tests of scientific merit and has been observed numerous times in ecological systems; this has come to be known as the theory of natural selection, first posited in Charles Darwin's Origin of Species.4 This theory shows how certain physical traits among members of a given population of organisms will be favored by any number of unpredictable environmental conditions, to the extent that these individuals experience a reproductive advantage and are thereby able to concentrate the expression of those traits in future generations. Of course, the environmental conditions that nurture the proliferation of a trait in one generation may be absent in the following generation, thus conferring no reproductive advantage to the offspring that receive the trait; this may lead to the eventual disappearance of the trait. Darwin discovered all of this before the existence of genes and DNA was confirmed, so he did not actually understand how physical traits were transferred from one generation to the next, but he knew that advantageous traits must be transmitted. Darwin took inspiration for his theory from his observations of Galapagos finches with beaks that seemed to be in exact proportions to the size of the seeds that were most frequent on their particular island, yet otherwise were anatomically identical.5 Darwinian natural selection is now used to explain a large proportion of evolutionary changes in species, ranging from the development of the vertebrate eye, to the origin of grammar, and even all of language.6 

Natural Selection and Other Evolutionary Forces 

When DNA was finally recognized by James Watson and Francis Crick to be the molecule responsible for transmitting genetic information in 1953, evolutionary biology had finally found the substance that made natural selection possible. This buttressed Darwin's theory of evolution and lead to the discovery of other mechanisms that are compatible with, but lie outside the scope of, Darwin's original theory. The discovery of these processes expanded the theory of evolution and the ability of biologists to understand evolutionary change. The other processes that drive the differentiation of populations, and ultimately, speciation (in addition to natural selection) are mutation, genetic drift, gene flow, the process of co-optation, and something that Darwin called "preadaptation."7 

Mutation involves random changes in the DNA of individual organisms, often caused by mutagens in the environment such as ultraviolet radiation, chemicals, gamma rays, microwaves, or radioactive elements. Since mutations that profoundly change the structure or appearance of an organism can be deleterious to the organism and may prevent it from reaching reproductive age, massive changes to the phenotype of an individual can be evolutionarily difficult to pass on to future generations. Genetic drift includes the stochastic, unequal transmission of genes to subsequent generations and the effects this process has over time. It is also used to explain the effects of random events removing certain genes from the environment and preventing their expression. Gene flow involves the removal of a certain element of the gene pool, usually due to migration, and the way the source and contact populations are evolutionarily affected by the removal and addition of different genes. The process of co-optation is a nonselectionist evolutionary force that accounts for the existence of nondeleterious, yet nonadaptive (neutral) traits, explaining such phenomena as the brooding chamber in snails.8 "Preadaptation," although first identified by Darwin, was poorly explained in the Origin of Species, and is now called "exaptation."9 Consequently, exaptation is not considered part of natural selection and is therefore non-Darwinian, although it is an integral part of modern evolutionary theory. 

Besides natural selection, exaptation is the most important evolutionary process discussed in this analysis. One kind of exaptation happens when a population of a given organism uses a bodily structure or other adaptation for something other than its original evolutionary purpose. A classic example of exaptation from evolutionary biology, as supported by the fossil record, is the theory that birds first evolved feathers for the purpose of insulation, and that this function of the feathers was later adapted for gliding in order to catch insects more efficiently.10 Talking parrots, such as African Greys (Psittacus erithacus) also demonstrate how exaptation works when they use neural oromotor structures that were selected for within-species communication in order to produce words from human languages, even though this behavior would provide them absolutely no added benefits in their natural environment. 11 

Exaptation also has another way of working, which has been coined "spandrels" by Gould and is a word taken from the architectural term for the tapering, triangular shape that occurs as a result of structural necessity when two arches are joined at a right angle in order to build something on top of them (such as a dome).12 In the context of modern evolutionary theory, a spandrel is any structure or phenomenon that exists due to a physiological by-product of something else. In the animal kingdom, it can be difficult to determine if something is a spandrel or occurs because of regular exaptation, but an example used by Pinker and Bloom is found in the case of an aquatic bird that uses its wings to shade the glare off the surface of the water in order to better see its prey.13 In this situation, the bird's wings are like spandrels because they manage to block light by sheer virtue of being solid structures that are also good for flying. Similarly, in the case of a human being using his or her mouth as a hand, the mouth becomes spandrel-like, because in order to work well for chewing and eating it must also be able to grasp bite-sized objects.14 

Recent research in the origins of language suggests that certain neurological processes underlying aspects of language may be derived from cerebral structures that are not only present in hominids, such as Homo sapiens, but are also present in non-human primates whose ancestors have been on Earth for a much longer time.15 What follows from this is that parts of language were exapted from cognitive structures that our pre-human ancestors used for food gathering, rule learning, tool making, and hunting, among a vast number of other purposes.16 As a consequence of these recent discoveries, selectionist and exaptationist views represent a polarity among evolutionary biologists, between those who view language as purely the result of natural selection, like the vertebrate eye, and those who view language as the result of cognitive capacities that were originally used for something else, as bird feathers may have evolved.17 

Problems with Studying Evolution 

Evolution is extremely difficult to study for a number of reasons. Darwin theorized that human beings would probably never actually be able to witness evolution in action, because the changes would be so gradual that they would be imperceptible even to the trained observer. Fortunately, since Darwin's death, we have been able to observe evolution happen, from pepper moths in England, to antibiotic-resistant bacteria, to the African cichlids of the Rift Valley lakes. Human evolution is even more arduous to study due to our longer generation times which make major evolutionary changes difficult to observe; by the time our biologists would be ready to witness the changes, if any, in the next generation of offspring they would also be ready to retire, leaving less experienced observers to continue the project. We can, however, study isolated populations such as the Amish, and evaluate and compare their genetic changes (genetic drift) with larger, less insular groups of people. 

The other major problem with studying human evolution is that the fossil record of our species is incomplete, often at the precise points in time that we most need data about. It is highly likely that none of our fossil collections of hominid ancestors include a statistically representative sample of their respective populations, as none of our fossils have been randomly collected and we do not yet have reasonable estimates of the total populations of these species. This means that the structural differences we have observed between various hominid ancestors could be caused by chance rather than speciation. Moreover, when it comes to the study of hominid ancestry, the only data we have as a basis for comparison are the structural differences observed from the skeletal remains of the fossil record, as organs and other "soft" tissues are extremely poorly preserved. Ideally, if we were trying to study the neurological changes that took place in human pre-history and later gave rise to language, we would want a large number of petrified whole brains representing the numerous different species of human ancestors from a wide range of time periods, and such fossils do not exist. Numerous inferences have been made in the study of human evolution that as cranial capacity, or brain size, increased in the hominid line, so did our cognitive abilities, but if brain size were always directly correlated with cognitive ability, we would have to acknowledge that cetaceans (e.g., whales and dolphins), have the greatest cognitive capacities of all animals since they have brains that are proportionately far larger than those of human beings. 

Such a paucity of data can lead one to argue that any theories about language evolution are highly conjectural; indeed, a number of inappropriate uses of adaptive theorizing have appeared throughout the literature. Pinker and Bloom warn against these kinds of arguments and characterize them as "ad hoc" and "arbitrary." The example they provide is an anecdote about Voltaire ridiculing a colleague who is wondering why spandrels exist at the San Marco Basilica in Venice; Voltaire declares that the spandrels are there because they have to be, just as noses were made for our glasses to perch on and legs were designed for pants.18 This clearly illustrates the dangers of positing ad hoc or arbitrary evolutionary hypotheses, as cause and effect can become completely obscured. 

Ad hoc and arbitrary evolutionary theories can also become self-fulfilling in the sense that if a researcher is actively looking for adaptations that perform some evolutionarily advantageous function, he or she can be lead by their biases into almost always finding examples. This is because practically every structure that is not vestigial or blatantly deleterious can ultimately be argued to perform some kind of function that is perceived to be advantageous to the organism that possesses it.19 By this kind of reasoning (also known as naive adaptationism), the extremely slow reproduction rate of the Giant Panda could be argued to be an advantageous adaptation because it might allow the mother Panda to extend her reproductive lifespan by conserving more energy, even though their slow reproductive rate (coupled with habitat destruction) is now contributing to the decline of the species. But ultimately in science, hypotheses are just hypotheses until definitive data have been observed, published, and debated in peer-reviewed journals. In short, the lack of data available to evolutionary biologists has certainly been the largest blight to research on the origins of language.20 

Language and Human Pre-History 

The study of the evolution of language, however, is not relegated completely to making hypothetical statements that may ultimately be impossible to validate. We have found a large number of fossils of human ancestors and pre-historic Homo sapiens, and many of the artifacts found with these fossils have given us volumes of information about the subsistence patterns and lifestyles of human ancestors and early humans. One prevalent theme in the hominid archaeological record is that large amounts of tools first started appearing in human history around 2.3 million years ago in the context of the first member of the genus Homo, who was actually named after these tool associations. Homo habilis literally means 'habile man', or handyman, as tools have never been found in such high concentrations with the earlier members of the hominid line, the Australopithecines.21 

The evidence that Homo habilis was probably the first of the hominids to make sturdy, lithic tools strongly suggests that Homo habilis may have had greater cognitive capabilities than his precursors. Because of this, researchers have looked for any signs that the structure of the brain of Homo habilis is different, or more complex than the brain structure of Australopithecus. ince the soft organs have long since biodegraded away, the best current method to evaluate structural neural changes in hominid fossils is by taking cranial endocasts, or plaster casts of the inside of the brain case of fossilized hominid skulls. Botha and Giv�n both discuss research that suggests that certain cerebral structures started appearing for the first time in Homo habilis that are now known to be necessary for producing language.22 Apparently, according to the cranial endocasts, the parietal, occipital, and temporal lobes of the brain merge for the first time in Homo habilis, creating an area of the brain called the POT, or Wernicke's Area.23 Broca's Area, one of the other highly important areas involved in language production and processing, can supposedly also be observed for the first time in the hominid line from endocasts of Homo habilis skulls. The argument that follows from this evidence is that the Broca's and Wernicke's areas were selected for in Homo habilis in order to make tools (and probably also for gathering food and hunting), but were subsequently exapted by later humans for the purposes of language production and processing.24 

Unfortunately, cranial endocasts cannot usually provide any conclusive evidence about structural evolutionary changes in the human brain due to the lack of representative populations of fossils (mentioned earlier), and because cranial endocasts can only be made well from craniums that can be pieced back together or are more or less complete, which are not as frequent in the archaeological record as disarticulated skull fragments. Moreover, cranial endocasts only show the structure of the surface of the brain, and only insofar as it is reflected by the contours of the inside of the skull. They tell us nothing of structural changes that may or may not have taken place deep inside the cerebrum itself, and they cannot show whether the individual possessing the skull had any lesions, necrosis, or other areas of damage caused by something that would not be shown on the skull (i.e., a stroke, as opposed to blunt head trauma). 

The Brains of Other Animals: Exaptation and Language 

There are better ways to get a sense of the kinds of cognitive abilities that early humans might have had that are more observable in both the fossil record and in modern, living animals. Hauser et al. have shown that one of our more genetically distant primate relatives, the cotton-top tamarin (Saguius oedipus), can learn to generalize algebraic rules, which is also a skill that human infants use in acquiring language.25 If this skill is important for cotton-top tamarins (which have a brain capacity about the size of a squirrel or a rat) for some aspect of living in their environment, it can be posited that some of the cognitive processes underlying language probably existed in the most distant human/primate ancestors. Since the common ancestor that humans share with tamarins has been extinct for millions of years, subjecting it to a battery of cognitive tests is impossible. Also, since this ancestor occurred so early in the history of primates, one of two outcomes becomes possible: either the human/tamarin coancestor needed the ability to generalize rules, or humans and tamarins (and all the other primates, for that matter) developed this adaptation independently because it has been favored in all the different environments in which primates live.26 

Since the latter scenario is statistically far less likely and genetic testing has confirmed taxonomists' suspicions in pointing out a common ancestor of humans and tamarins, it is highly possible that the primate lineage had rule learning sorted out tens of millions of years ago. Most importantly, as tamarins and humans appeal to similar cognitive structures for this rule learning ability, and humans have language while tamarins do not, language definitely relies on cognitive processes that are useful for other things. This increases the likelihood that language, or at least the rule learning parts of it, were exapted the way bird feathers probably were.27 

Another similar argument for the exaptation of certain aspects of language has been discussed only recently and comes from the optic tectum, a structure located in the midbrain of many reptiles and birds, such as barn owls (Tyto alba).28 The barn owl needs to be able to create a mental map localizing the source of prey sounds from purely auditory information, in order to effectively hunt in almost total darkness. An auditory-visual modality crossover similar to the barn owl's optic tectum is found in humans and not only enables us to visualize where a sound might be located in a space, but is also necessary for the modality shift required to code our lexicon.29 While bird and human brains are organized very differently, we have evolved similar cognitive processes for situating and relating sounds in space, which further suggests that the neural structures or pathways that make our language possible would surely be useful for other purposes.30 

In fact, numerous cognitive processes that humans use for language are also found in non-human primates.31 Studies of evoked responses in human and macaque brains have shown that we use two basic neural pathways for language and cognition, and both pathways are generated from a point very close to the same basic region in the occipital lobe, known as Wernicke's Area in humans and the F5 region in other primates. The ventral pathway (or ventral stream) shared by humans and primates emanates from the occipital and proceeds through the temporal lobe, terminating in a region of the brain that includes the paleo-cortex and the amygdala. Both humans and primates use this pathway for object recognition and actions, although humans use it expressly for semantic memory, verbs, and the lexicon. The other pathway, which projects from the occipital region and progresses to the posterior part of the parietal lobe is called the dorsal stream, and it terminates in the subcortical limbic region of the hippocampus. This neural pathway is used by both humans and primates for processing motion and spatial relationships, but humans also use it for processing episodic memory and prepositions.32 

If the neural hardware for so many aspects of language exists in non-human primates, then one should ask why humans are the only animals that have language. A casual observer might note that since we are more than 98% genetically identical to chimpanzees, then chimpanzees should be able to develop language also. Pinker points out that the hyrax (Procavia capensis), a very small rodent-like mammal that is 98% genetically identical to the African elephant, not only lacks a trunk, but scarcely resembles an elephant at all.33 Chimpanzees do have a rich system of communication, do use tools, and do have something that resembles human culture in the sense that different communities of chimpanzees teach their offspring how to subsist in different ways, depending on how their parents were taught, but they do not have language, a system that enables an infinite possibility of utterances. 

Natural Selection and Language 

Although Pinker asserts that the process of natural selection is more than sufficient to explain the evolution of the entirety of language, the recent research from Giv�n mentioned above shows that a large portion of our language abilities are derived from neural structures that an ancestor of ours probably already had, meaning they were probably exapted.34 However, exaptation cannot account for all of language, and the best evolutionary theory to explain the evolution of the facet of language known as grammar is regular old Darwinian natural selection.35 

Studies of Pidgin languages and pre-grammatical child speech have shown us that vocabulary is always acquired before grammar;36 moreover, in cases of agrammatic aphasia (also known as Broca's aphasia, because the Broca's area is affected), the lexicon is preserved, allowing the patient to comprehend and actually produce connected discourse without grammar, a capability unique to the agrammatic form of aphasia. This may help explain our abilities to successfully communicate more ideas to chimpanzees and gorillas with a limited sign vocabulary than we can communicate to dogs (for instance). This mutual primate ability stems from our shared pathways for object recognition and episodic memory; but since natural selection has never made the ability to acquire grammar a favorable adaptation in chimpanzees, they will never be able to generate grammatically correct sentences.37 Accordingly, evoked responses are not activated in the primate brain in a similar way to the human brain when it processes grammatical information. 

Of course, there are a number of arbitrary interpretations one can conjure up in order to explain how grammar was selected for, and many of these arguments take the form of explaining why humans have language and animals do not. Although many of these observations are purely speculative at this stage in our evaluations of language origins, hypotheses need to be forwarded so that they can ultimately be tested and challenged, and there are some very clear selective advantages that language provides. While it is clear that language enables its users to communicate salient events, it is not clear that communicating narrative events is the most important function of language, nor that the evolution of language made civilization itself possible, as an agrammatic complex society could theoretically exist.38 However, language has a vast number of attributes that seem to confirm its obvious adaptive benefits. Having language streamlines the teaching process and makes it possible without props, which is what chimpanzees have to use to teach their offspring.39 Language does not always need to rely on facial expressions to transmit meaning, so verbal language can take place easily in the dark (this also explains why verbal languages may have appeared chronologically later and lasted longer than gesture-based language systems).40 Language can be used to send or leave information without requiring the physical presence of a group member, especially if it is written down. Because of its ability to generate an infinite number of utterances, language can potentially describe or explain anything that happens. 

Most importantly, human grammar greatly increased linguistic complexity, making it infinitely descriptive, converting our communicative system based on static labels and verbs into language. Among the enormous number of conceivable advantages that language brought our species undoubtedly lie some reasons that are not ad hoc and arbitrary and that would help explain why natural selection favored the probable evolution of grammar in language sometime around the appearance of the first archaic Homo sapiens, ca. 400,000 years ago or less.41 

The most current evidence illustrates that language has characteristics that appear to have been exapted from primate neural pathways, and other characteristics that appear to have been naturally selected for by the prehistoric human environment.42 Our abilities for object recognition and semantic memory, in addition to spatial relations and episodic memory evolved much the same way as bird feathers did, meaning we first used these cognitive skills for finding food and mates and escaping predators, the central concerns of most vertebrates. Human grammar, which makes human language possible, conversely appears to have originated because it provided those who possessed it with a decisive reproductive advantage over those who did not, just as the vertebrate eye bestowed a definite advantage over the first vertebrates who could see.43 The broad thrust of theorists responding to Pinker and Bloom, then, casts language as a remarkable product of exaptation, leading to the development of a complex lexicon, and natural selection, leading to the development of grammar. If future empirical evidence can provide concrete validation for these theories, not only will evolutionary biology be provided with a marvelous example of how varying evolutionary processes can interact in order to produce complex traits, but we will gain valuable insight into exactly where and how human cognitive capacities have diverged from those of our closest primate relatives. 
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Reading 2:

Website: http://www.sciencedaily.com/releases/2008/02/080206154123.htm

Languages Evolve In Rapid Bursts, Rather Than Following A Steady Pattern

ScienceDaily (Feb. 7, 2008) — Scientists at the University of Reading have discovered that languages change and evolve in rapid bursts rather than in a steady pattern. The research investigates thousands of years of language evolution, and looks at the way in which languages split and evolve. It has long been accepted that the desire for a distinct social identity may cause languages to change quickly, but it has not previously been known whether such rapid bursts of change are a regular feature of the evolution of human language. 

 The findings show that initially, the basic vocabulary of newly formed languages develops and changes quite quickly, and this is then followed by longer periods of slower and gradual change.

Rapid bursts of change at the time of language splitting are important processes in language evolution, and the research has found that these account for between 10 and 33 % of the total divergence amongst the basic vocabularies of the language groups studied. The research used data to construct evolutionary tree diagrams to explore the relationships between languages. The diagrams describe the separate paths of evolution leading from a common ancestral language to a set of distinct languages at the tips of the tree. 

Professor Mark Pagel from the University of Reading said “Our research suggests that rapid bursts of change occur in languages, and this reflects a human ability to adjust languages at critical times of cultural evolution, such as during the emergence of new and rival groups. 

The emergence of American English took place when the American English Dictionary was introduced by Noah Webster. He insisted that ‘as an independent nation, our honor requires us to have a system of our own, in language as well as Government’. This illustrates that language is not only used as a means of communication, but it is also important for social functions, including promoting group identity and unity.”

Journal reference: Atkinson, Q. D., Meade, A., Venditti, C., Greenhill, S. J. & Pagel, M. Science 319, 588 (2008).
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The Symbolic Species 
The Co-Evolution of Language and the Brain 
By Terrence W. Deacon 

Chapter One: The Human Paradox 
... the paradox is the source of the thinker's passion, and the thinker without a paradox is like a lover without feeling: a paltry mediocrity. 

--Soren Kierkergaard 

An Evolutionary Anomaly 

As our species designation--sapiens--suggests, the defining attribute of human beings is an unparalleled cognitive ability. We think differently from all other creatures on earth, and we can share those thoughts with one another in ways that no other species even approaches. In comparison, the rest of our biology is almost incidental. Hundreds of millions of years of evolution have produced hundreds of thousands of species with brains, and tens of thousands with complex behavioral, perceptual, and learning abilities. Only one of these has ever wondered about its place in the world, because only one evolved the ability to do so. 

Though we share the same earth with millions of kinds of living creatures, we also live in a world that no other species has access to. We inhabit a world full of abstractions, impossibilities, and paradoxes. We alone brood about what didn't happen, and spend a large part of each day musing about the way things could have been if events had transpired differently. And we alone ponder what it will be like not to be. In what other species could individuals ever be troubled by the fact that they do not recall the way things were before they were born and will not know what will occur after they die? We tell stories about our real experiences and invent stories about imagined ones, and we even make use of these stories to organize our lives. In a real sense, we live our lives in this shared virtual world. And slowly, over the millennia, we have come to realize that no other species on earth seems able to follow us into this miraculous place. 

We are all familiar with this facet of our lives, but how, you might ask, could I feel so confident that it is not part of the mental experience of other species--so sure that they do not share these kinds of thoughts and concerns--when they cannot be queried about them? That's just it! My answer which will be argued in detail in the following chapters, has everything to do with language and the absence of it in other species. The doorway into this virtual world was opened to us alone by the evolution of language, because language is not merely a mode of communication, it is also the outward expression of an unusual mode of thought--symbolic representation. Without symbolization the entire virtual world that I have described is out of reach: inconceivable. My extravagant claim to know what other species cannot know rests on evidence that symbolic thought does not come innately built in, but develops by internalizing the symbolic process that underlies language. So species that have not acquired the ability to communicate symbolically cannot have acquired the ability to think this way either. 

The way that language represents objects, events, and relationships provides a uniquely powerful economy of reference. It offers a means for generating an essentially infinite variety of novel representations, and an unprecedented inferential engine for predicting events, organizing memories, and planning behaviors. It entirely shapes our thinking and the ways we know the physical world. It is so pervasive and inseparable from human intelligence in general that it is difficult to distinguish what aspects of the human intellect have not been molded and streamlined by it. To explain this difference and describe the evolutionary circumstances that brought it about are the ultimate challenges in the study of human origins. 

The question that ultimately motivates a perennial fascination with human origins is not who were our ancestors, or how they came to walk upright, or even how they discovered the use of stone tools. It is not really a question that has a paleontological answer. It is a question that might otherwise be asked of psychologists or neurologists or even philosophers. Where do human minds come from? The missing link that we hope to fill in by investigating human origins is not so much a gap in our family tree, but a gap that separates us from other species in general. Knowing how something originated often is the best clue to how it works. And we know that human consciousness had a beginning. Those features of our mental abilities that distinguish us from all other species arose within the handful of million years since we shared a common ancestor with the remaining African apes, and probably can mostly be traced to events that took place only within the last 2 million. It was a Rubicon that was crossed at a definite time and in a specific evolutionary context. If we could identify what was different on either side of this divide--differences in ecology, behavior, anatomy, especially neuroanatomy--perhaps we would find the critical change that catapulted us into this unprecedented world full of abstractions, stories, and impossibilities, that we call human. 

It is not just the origins of our biological species that we seek to explain, but the origin of our novel form of mind. Biologically, we are just another ape. Mentally, we are a new phylum of organisms. In these two seemingly incommensurate facts lies a conundrum that must be resolved before we have an adequate explanation of what it means to be human. 

Advances in the study of human evolution, the brain, and language processes have led many scientists confidently to claim to be closing in on the final clues to this mystery. How close are we? Many lines of evidence seem to be converging on an answer. With respect to our ancestry, the remaining gaps in the fossil evidence of our prehistory are being rapidly filled in. Within the last few decades a remarkably rich picture of the sizes and shapes of fossil hominid bodies and brains has emerged. It is probably fair to say that at least with respect to the critical changes that distinguish us in this way from other apes, there are few missing links yet to be found, just particulars to be filled in. That crucial phase in hominid evolution when our ancestors' brains began to diverge in relative size from other apes' brains is well bracketed by fossils that span the range. As for the inside story, the neurosciences are providing powerful new tools with which it has become possible to obtain detailed images from working human brains performing language tasks, or to investigate the processes that build our brains during development and distinguish the brains of different species, or even to model neural processes outside of brains. Finally, linguists' analyses of the logical structure of languages, their diversity and recent ancestry, and the patterns that characterize their development in children have provided a wealth of information about just what needs to be explained, and comparative studies of animals' communications in the wild and their languagelike capacities in the laboratory have helped to frame these questions with explicit examples. 

Despite all these advances, some critical pieces of the puzzle still elude us. Even though neural science has pried ever deeper into the mysteries of brain function, we still lack a theory of global brain functions. We understand many of the cellular and molecular details, we have mapped a number of cognitive tasks to associated brain regions, and we even have constructed computer simulations of networks that operate in ways that are vaguely like parts of brains; but we still lack insight into the general logic that ties such details together. On the whole, most neuroscientists take the prudent perspective that only by continuing to unmask the details of simple neural processes in simple brains, and slowly, incrementally, putting these pieces together, will we ever be able to address such global theoretical questions as the neural basis for language. We must add to this many new problems arising out of the comparisons of animal communication to language. If anything, these problems have become more complex and more confusing the more we have learned about the sophistication of other species' abilities and the paradoxes implicit in our own abilities. But the most critical missing piece of the puzzle is access to the brains in question: ancestral hominid brains. Though we have considerable information about brain sizes in fossil species, and a little information about brain shapes, the relevant anatomical information, the internal microarchitecture of these brains, has left no fossil trail. With respect to fossil brains, we will never find the "smoking gun"--the first brain capable of language. We will only have access to circumstantial information. 

So, what business do we have speculating about the beginnings of language? Given the complexity of the human brain, our current ignorance of many of its crucial operating principles, and the fact that neither languages nor the brains that produce them fossilize, there would appear to be many more immediate questions to be answered before even considering this one. There seem to be too many loose ends and gaps in the supportive evidence to provide solid leads in the search for clues to the nature of the human mind in the origins of language. 

But this ignores the significance of the fact that language is a one-of-a-kind anomaly. Often the most salient and useful hints about the underlying logic of nature's designs are provided when unique or extreme features in two different domains are found to be correlated. Some notable examples include the correlation between superconductivity and extreme cold; between greater cosmic distances and the increasing redness of starlight; between the massive extinctions of fossil species and evidence of extraterrestrial impacts; between the peculiarity of haplo-diploid genetics and war, suicidal defense, and infertile castes in social insects; and so on. Each of these correlations cried out for an explanation and in so doing offered a critical clue to a more general principle. The more two related features diverge from what is typical in their respective domains, the more penetrating the insight that can be gleaned from their underlying relationship. 

In this context, then, consider the case of human language. It is one of the most distinctive behavioral adaptations on the planet, Languages evolved in only one species, in only one way, without precedent, except in the most general sense. And the differences between languages and all other natural modes of communicating are vast. Such a major shift in behavioral adaptation could hardly fail to have left its impression on human anatomy. Even superficial appearances bear this out. We humans have an anomalously large brain and a uniquely modified vocal tract. Though these clues offer no more than a starting point, they suggest that the structural and functional relationships underlying these superficial correlations are likely to be robust and idiosyncratic to us. 

Ironically, then, the problem of language origins may actually offer one of the most promising entry points in the search for the logic linking cognitive functions to brain organization. To the extent that the unique mental demands of language are reflected in unique neuroanatomical differences, we may find an unequivocal example of how nature maps cognitive differences to brain structure differences. Though the details of this mystery are challenging, no critical pieces of this puzzle lie buried in the deep evolutionary past or inaccessible to current technology. They are observable in the differences in cognitive abilities and brain structures to be found in living species. 

I think that the difficulty of the language origins question is not to be blamed on what we don't know, but rather on what we think we already know. We think we know that what keeps language from being a widespread phenomenon is its byzantine complexity and the incredible demands it places on learning and memory. We think we know that language became possible for our ancestors when these impediments to language learning were overcome by some prior change in the brain. Depending on which aspects of language are deemed to be most complex, different prior adaptations are invoked to explain how language became possible. Perhaps it required an increase in intelligence, a streamlining of oral and auditory abilities, a separation of functions to the two sides of the brain, or the evolution of a sort of built-in grammar. I think we can be sure of none of these things. In fact, I think that the problem is more basic and far more counterintuitive than is assumed by any of these accounts. 

There are a few common assumptions shared by all of these explanations that I think are the root of a deeper problem. In general, these arguments parallel many others that continually resurface along that age old divide between nature and nurture. Is language imposed from the outside or does it reflect what is already inside? For decades, the superficiality of this stale dichotomy has been evident, exposed by research in the psychological and biological sciences that demonstrates how truly complex and interdependent the biological and environmental contributions to development can be; but we still find it difficult to conceive of these phenomena in other terms. We have reinvented the same old answers in new guises in each generation, stubbornly insisting that the answer to the question of language knowledge must be found in one of just a few major alternative paradigms (depicted in cartoon fashion in Figure 1.1). 

At one end of this spectrum is the assumption that the architecture of language originates entirely outside (simple associationism); at the other end is the assumption that it originates entirely inside (mentalese). What other alternatives could there be, that are not captured between these extremes? And if there are no other alternatives, then shouldn't answering this question also point to the solution to the language origins question? Discovering which aspects of language knowledge are contributed by nature and which by nurture ought to tell us what difference in us was necessary to bridge the original language acquisition gap. If the answer lies more toward the associationist end of the spectrum, then evolution must have given us language by endowing us with exceptionally powerful learning and memory. If the answer lies more toward the mentalese end, then evolution must have endowed us with remarkably sophisticated instinctual knowledge of language that made learning completely unnecessary. 

In light of these intuitively compelling alternatives, the approach I am about to take may seem misguided. Not only do I think that these alternatives confuse the nature/nurture problem more than they illuminate it, I think that the whole question of where language knowledge originates during development is secondary. Though a young child's almost miraculous development of language abilities is indeed a remarkable mystery--one that will be considered in some detail later (in Chapters 4 and 11)--I think that the cause of language origins must be sought elsewhere, and by pursuing some very different kinds of research questions. While we have been worrying about where knowledge of language comes from, we have been avoiding a more basic question: What sort of thing is knowledge of language anyway? Before turning to this question, however, it is worth while reflecting on some of the equally misleading evolutionary assumptions that reinforce the traditional theoretical alternatives. 

Technical Difficulties and Hopeful Monsters 

One of the most common views about language evolution is that it is the inevitable outcome of evolution. Evolution was headed this way, our way As the only species capable of conceiving of our place among all others, we see what looks like a continuous series of stages leading up to one species capable of such reflections. It goes without saying that a more articulate, more precise, more flexible means of communicating should always be an advantage, all other things being equal. In terms of cooperative behaviors, a better ability to pass on information about distant or hidden food resources, or to organize labor for a hunt, or to warn of impending danger, would be advantageous for kin and the social group as a whole. Better communication skills might also contribute to more successful social manipulation and deception. The ability to convince and mislead one's competitors or cooperate and connive with one's social and sexual partners could also have provided significant reproductive advantages, particularly in social systems where competition determines access to defendable resources or multiple mates. In fact, it's difficult to imagine any human endeavor that would not benefit from better communication. Looked at this way, it appears that humans have just developed further than other species along an inevitable progressive trend toward better thinking and better communicating. 

Surely we must be part of a trend of better communication in some form? It seems to be an unstated assumption that if biological evolution continues long enough, some form of language will eventually evolve in many other species. Are chimpanzees the runners-up, lagging only a little behind on the road to language? As in Planet of the Apes, a science fiction movie in which our more hairy cousins catch up to a human level of mental and liguistic abilities, we imagine that if given sufficient time, something like language is prefigured in evolution. We even imagine that if there is life on other planets, and if it has been evolving as long as life on earth, or longer, there will be "intelligent" species with whom we may someday converse. The Renaissance notion of a "Great Chain of Being" gave rise to nineteenth-century theories of phylogeny that ranked species from lower to higher, from mechanism to godly, with humans just below angels. Though later nineteenth- and twentieth-century evolutionists rejected the static ranking of phylogeny and replaced it with the theory of evolutionary descent, the anthropocentric perspective was simply rephrased in evolutionary terms. Humans were presumably the most "advanced" species. Carrying this notion to its extreme, some people now suspect that there may be spaceships visiting earth, carrying beings that are "more highly evolved" than we are. 

On the surface, progress seems to be implicit in natural selection. Gradual improvement of adaptations seems to imply that the longer evolution continues the better the design will become. Indeed, many scientists talk as though a special kind of retrograde selection would be necessary to halt the progress of inevitably increasing intelligence. Small-brained species are often considered primitive or throwbacks to earlier forms, left out of the main trend. From an anthropocentric perspective, it seems unquestionable that more intelligent species will outcompete less intelligent ones. Intelligence is always an advantage, right? Brain over brawn. We rank genius and mental retardation on a single scale, and presumably rank chimpanzees, dogs, and rats on the low end of the same scale. Human evolution is often termed an "ascent" to imply a climb from lower to higher intelligence. And from this it seems to follow that humans are just the pinnacle example of an inevitable trend. The winner in a war of neurons. 

The apparent reasonableness of this view reflects our familiarity with technological progress in Western societies. The interchangeability of terms like consciousness expansion, social progress, and evolution is now almost commonplace in the popular press, and these ideas are seldom entirely disentangled even in the most sophisticated accounts of human evolution. But the idea of progress in evolution is an unnoticed habit left over from a misinformed common sense, from seeing the world in terms of design. The problem is that our intuitive model for evolution is borrowed from the history of technological change, which has been a cumulative process, adding more and more habits of know-how to the growing mass of devices, practices, and records each day. In contrast, biological evolution is not additive, except in some very limited ways. The human repertoire of expressed genes is about the same as that in a mouse or frog, and the body plans of all vertebrates seem to be mostly modifications of the same shared plan--even for the brain. Though we are on the large end of the range of body and brain sizes, this is not the result of adding new organs but merely enlarging existing ones with slight modifications. 

Evolution is an irreversible process, a process of increasing diversification and distribution. Only in this sense does evolution exhibit a consistent direction. Like entropy, it is a process of spreading out to whatever possibilities are unfilled and within reach of a little more variation. Evolution does not continue to churn out ever better mousetraps, even if it has produced some remarkable examples along the way. But this pattern of spreading into unfilled niches does place us in one of the more extreme niches. 

Evolution is diversification in all directions, but there are more options available in some directions than others. Organisms started out small and short-lived and couldn't get much smaller, but they could always get larger and more long-lived. For the smallest organisms, the resources that can be devoted to internal representations of the world are limited, though even bacteria appear able to use their one information-storage system, their genes, to take in information from around them and modify their behaviors appropriately. But the upper end of the range of information-handling abilities was not similarly bounded, and so the difference between the low end and the upper end of this range has increased over the hundreds of million years of animal evolution as part of this diversification. Nevertheless the number of small-brained creatures has not diminished because of competition with those with big brains, and the no-brainers--all the plants and single-celled organisms--vastly outnumber the rest of us. It just happens that one very, very minor evolutionary direction is toward niches where doing a lot of information processing during one's life is a good way to pass on genes. Inevitable? Well, it's about as inevitable a direction in evolution as the development of arctic fish with antifreeze in their blood or electric eels who use electricity to sense their way through muddy Amazonian waters. The niche was just there, and was eventually filled Still, in some measure, we are near the extreme of this distribution. 

The question, then, is whether the evolution of language was somehow prefigured in this trend. Is there a general trend toward better communication? It's easy in hindsight to arrange the history of long-distance communication from telegraphs to telephones to cellular phones to Star Trek communicators. It is not so easy to determine if animal communication has been steadily getting better and if human language is a part of such a trend. Certainly, there were advances in distance and signal clarity in evolution, but even if we narrow our comparison to vocal communication, there is no evidence in living species that some inevitable progressive trend leads to us. Apparently simple species can use highly complex methods of sound communication, and some highly complex species can be oblivious to their advantages. There are also many great sound tricks, such as echolocation that are completely beyond human ability. Among our closest relatives, the great apes, there are both highly vocal (chimp) and nearly silent (orangutan) species. In fact, most birds easily outshine any mammal in vocal skills, and though dogs, cats, horses, and monkeys are remarkably capable learners in many domains, vocalization is not one of them. Our remarkable vocal abilities are not part of a trend, but an exception. 

We also tend to underestimate the complexity and subtlety of much nonhuman social communication. In recent decades, field studies of social communication in nonhuman species have demonstrated that many birds, primates, and social carnivores use extensive vocal and gestural repertoires to structure their large social groups. These provide a medium for organizing foraging and group movement, for identifying individuals, for maintaining and restructuring multidimensional social hierarchies, for mediating aggressive encounters, for soliciting aid, and for warning of dangers. Indeed, even in our own species, a rich and complex language is still no substitute for a shocked expression, a muffled laugh, or a flood of silent tears, when it comes to communicating some of the more important messages of human social relationships. 

However, although they are complex, these elaborate repertoires of calls, displays, and gestures do not seem to map onto any of the elements that compose languages. Although various researchers have suggested that parallels to certain facets of language are to be found in the learned dialects of birdsong, the external reference evident in vervet monkey alarm calls or honeybee dances, and the socially transmitted sequences of sounds that make up humpback whale songs (each of which will be considered in some detail in Chapter 2), these and many other examples like them only exhibit a superficial resemblance to language learning, word reference, or syntax, respectively. Even if we were to grant these parallels, no nonhuman species appears to put these facets of language together into a coordinated, rule-governed system. 

Could we have missed recognizing nonhuman languages because they are as alien to us as our speech is to them? People have long entertained this possibility at least in mythology and children's stories. They offer the fantasy that we might someday overcome the communication boundaries that separate humans and other animals and share memories, beliefs, hopes, and fears with them. In the popular children's book made into a movie, Dr. Doolittle enlists the aid of a "multilingual" parrot to translate between animal and human speech. But is even a very superficial "translation" possible? What do you tell a child who asks, "What is the kitty saying?" Do animals' vocalizations and gestures explain, describe, ask, or command? Do they argue, disagree, bargain, gossip, persuade, or entertain one another with their thoughts? Are there any corresponding elements in animal communication that map onto the elements of human language? Unfortunately, animal calls and displays have nothing that corresponds to noun parts or verb parts of sentences, no grammatical versus ungrammatical strings, no marking of singular or plural, no indications of tense, and not even any elements that easily map onto words, except in the most basic sense of the beginning and ending of a sound. 

One quite reasonable caution against making strong claims about the absence of nonhuman languages is that our study of other species' communication systems is still in its infancy. Isn't it more prudent to remain agnostic until we have learned a great deal more about other species communications? It is always wise not to prejudge the evidence, especially with respect to a subject about which we have undeniable prejudices. And there are far more species about whose communicative behavior we know next to nothing than there are whose communication has been studied. Nevertheless I think that we have sufficient information to make a reasonably confident claim even about species whose communicative behaviors have been only superficially studied. What makes this a fairly safe guess is not the sophistication of our behavioral analyses, but rather the striking characteristics that would be evident in a nonhuman language. Where the differences should be glaring, the sensitivity and sophistication of observations and tests can be minimal. 

What would be the characteristics of a nonhuman language that would allow us instantly to recognize it as a languagelike form of communication even if it were quite alien with respect to all human languages? This is the sort of question that scientists scanning the heavens with radio telescopes listening for signals from unearthly species must ask themselves, or that might be asked by those engaged in electronic surveillance interested in distinguishing the transmission of coded or encrypted signals from random noise. Interestingly, many of these characteristics are exhibited in the surface structure of the signals, and require no special insight into meaning or referential function, and no obvious correspondence with natural language grammars, to discern. Here are a few general features that ought to stand out. A languagelike signal would exhibit a combinatorial form in which distinguishable elements are able to recur in different combinations. It would exhibit a creative productivity of diverse outputs and a rather limited amount of large-scale redundancy. And although there would be a high degree of variety in the possible combinations of elements, the majority of combinatorial possibilities would be systematically excluded. In terrestrial examples, where it would be possible to observe the correlations between signals and contextual events, there should be another rather striking and counterintuitive feature. The correlations between individual signals and the objects and events that form the context of their production should not exhibit a simple one-to-one mapping. The correlations between sign elements and their pragmatic context should differ radically yet systematically from occasion to occasion, depending on how the signals are arranged in combination with respect to one another. These, of course, are all general features associated with syntax, though not just language syntax. Human games, mathematics, and even cultural customs exhibit these features. 

If a radio-telescope observer identified a signal emanating from distant space with these characteristics it would make world headlines, despite the fact that the meaning of the signal would remain completely undecodable. With far more to go on than this, in even superficially studied animal communications, we can be reasonably sure that for the vast majority of likely candidate species such a signal has not yet been observed. Instead, though highly complex and sophisticated, the communicative behaviors in other species tend to occur as isolated signals, in fixed sequences, or in relatively unorganized combinations better described by summation than by formal rules. And their correspondences with events and behavioral outcomes, in the cases where this can be investigated, inevitably turn out to be of a one-to-one correlational nature. Though an as yet undescribed example of an animal communication system that satisfies these criteria cannot be ruled out, it seems reasonable to conclude that the chances are poor that it would have gone unobserved in common animal species, any more than we would miss it in a cosmic radio signal. 

My point is not that we humans are better or smarter than other species, or that language is impossible for them. It is simply that these differences are not a matter of incommensurate kinds of language, but rather that these nonhuman forms of communication are something quite different from language. For this reason I think that the comparison is misguided, and useful only at a very superficial level. This fact should not be too difficult to appreciate because we all have personal experience of just the sort of incommensurability I am talking about. There are numerous human counterparts to other animals' nonlinguistic communicative behaviors. We too have a wide range of innately produced and universally understood facial expressions, vocalizations, and gestures. As in other species, they are an irreplaceable component of human social communication. Yet this is not analogous to being bilingual. This other repertoire of communicative behaviors is not a language of gestures instead of words. It is something else. And although these human calls and gestures comprise an entirely familiar system, we find the same difficulty translating them into word equivalents as we do with animal calls and gestures with which we are far less familiar. The problem is not their unfamiliarity but rather that it simply makes no sense to ask what kind of word a laugh is, whether a sob is expressed in past or present tense, or if a sequence of facial gestures is correctly stated. The problem isn't a difficulty mapping human to nonhuman languages, but rather a difficulty mapping languages to any other form of naturally evolved communication, human or otherwise. 

Of no other natural form of communication is it legitimate to say that "language is a more complicated version of that." It is just as misleading to call other species' communication systems simple languages as it is to call them languages. In addition to asserting that a Procrustean mapping of one to the other is possible, the analogy ignores the sophistication and power of animals' nonlinguistic communication, whose capabilities may also be without language parallels. Perhaps we are predisposed to see other species' communications through the filter of language metaphors because language is too much a natural part of our everyday cognitive apparatus to let us easily gain an outside perspective on it. Yet our experience of its naturalness, its matter-of-factness, belies its alien nature in the grander scheme of things. It is an evolutionary anomaly, not merely an evolutionary extreme. 

This lack of precedent makes language a problem for biologists. Evolutionary explanations are about biological continuity, so a lack of continuity limits the use of the comparative method in several important ways. We can't ask, "What ecological variable correlates with increasing language use in a sample of species?" Nor can we investigate the "neurological correlates of increased language complexity." There is no range of species to include in our analysis. As a result, efforts to analyze the evolutionary forces responsible for language have often relied on crude substitutes to make up for the lack of homology between language and nonhuman forms of communication. It is tempting to try to conceive of language as an extrapolated extreme of something that other species produce, such as calls, grunts, gestures, or social grooming. It is also tempting to turn to some other feature of human anatomy that can be more easily compared to other species as an index of language evolution. Humans can, for example, be ranked along with other species with respect to brain size, group size, social-sexual organization, foraging strategy, etc. But even if humans are at the extreme in many of these measures, the correlations among these attributes are not obvious, and their linkage to language is dubious, since trends in these attibutes in other species occur irrespective of language. 

Interpreting the discontinuity between linguistic and nonlinguistic communication as an essential distinction between humans and nonhumans however, has led to an equally exaggerated and untenable interpretation of language origins: the claim that language is the product of a unique one-of-a-kind piece of neural circuitry that provides all the essential features that make language unique (e.g., grammar). But this does not just assume that there is a unique neurological feature that correlates with this unique behavior, it also assumes an essential biological discontinuity. In other words, that language is somehow separate from the rest of our biology and neurology. It is as though we are apes plus language--as though one handed a language computer to a chimpanzee. 

This reminds me of a wonderful piece of modern mythology from a recent film entitled Short Circuit. A sophisticated robot is accidentally transformed from a mechanism that "just runs programs" into a conscious, self-aware being as a result of being struck by lightning. The power surge damaged its circuits in just the right way. The now conscious robot, of course, does not think of this as "damage." From his perspective, the lightning bolt corrected a design limitation. As a cinematic device, the bolt of lightning accomplishes two important things. The catastrophic and unpredictable nature of lightning provides a vehicle for invoking drastic and unprecedented change, and its intrinsically chaotic--and, by tradition, miraculous--character obviates any possibility of describing exactly what alterations changed a computer mechanism into a human-type mind. For the sake of the story, we suspend critical analysis and allow this miraculous accident to stand in place of an otherwise inexplicable transformation. As an allegory of human mental evolution, it offers a paradigm example of what biologists call a "hopeful monster" theory: the evolutionary theorist's counterpart to divine intervention, in which a freak mutation just happens to produce a radically different and serendipitously better-equipped organism. 

The single most influential "hopeful monster" theory of human language evolution was offered by the linguist Noam Chomsky, and has since been echoed by numerous linguists, philosophers, anthropologists, and psychologists. Chomsky argued that the ability of children to acquire the grammar of their first language, and the ability of adults effortlessly to use this grammar, can only be explained if we assume that all grammars are variations of a single generic "Universal Grammar," and that all human brains come with a built-in language organ that contains this language blueprint. This is offered as the only plausible answer to an apparently insurmountable learning problem. Grammars appear to have an unparalleled complexity and systematic logical structure, the individual grammatical "rules" aren't explicitly evident in the information available to the child, and when they acquire their first language children are skill poor at learning many other things. Despite these limitations children acquire language knowledge at a remarkable rate. This leads to the apparently inescapable conclusion that language information must already be "in the brain" before the process begins in order for it to be successful. Children must already "know" what constitutes an allowable grammar, in order to be able to ignore the innumerable false hypotheses about grammar that their limited experience might otherwise suggest. 

This device, a "language organ" unique to the human brain, could also account for the failure of other species to acquire language. The appeal of this scenario is that it eliminates many troublesome questions in one fell swoop: the discontinuity between human and nonhuman communication the larger human brain (adding a new part enlarges it), the systemic interdependent nature of grammatical rules (they all derive from one neurological source), the presumed universal features of language structure (ditto), the intertranslatability of languages (ditto), and the ease with which language is initially acquired despite an insufficient input and a lack of grammatical error correction by adults. 

Another appeal of the hopeful monster story is that it promises a definite and dramatic transition from one stage to another in the evolutionary sequence. It offers a single-step evolutionary account that is much easier to comprehend and organize in one's thinking than continuous changes involving multiple factors interacting and overlapping in time in complex ways. It tantalizes the imagination to hear that the story of human origins was written in the course of a single dramatic and decisive prehistoric event. In one step, some ancestor crossed the threshold into humanity. But such a crucial transition could hardly occur without leaving a trail of evidence attesting to its discontinuity. If modern language abilities appeared all of a sudden in human prehistory, then we ought to find numerous other correlates of a radical reorganization of human behavior and biology. Inspired by this possibility, researchers in many fields have combed through their own data for signs of sudden transitions that might be the result of such an incredible language mutation. Not surprisingly, many have been "discovered" in the record of human prehistory. They include: abrupt technological transitions (e.g., the first appearance of stone tools or of extensive cultural variations in tool design); possible punctuated speciation events (e.g., the origination of anatomically modern humans from a "mitochondrial Eve") rapid population changes (e.g., the demise of the Neanderthals); and signs of major innovations in cultural artefacts (the first appearance of durable representative art, such as carvings and cave paintings in Europe). But because they offer evidence that is indirect, at best, and so sparse and fragmentary, paleontological finds can appear irregular for many other reasons, not least of which is our predisposition to organize the evidence in categorical terms. 

An accidental language organ requires no adaptive explanation for the structure of language. If this hypothetical organ was plugged into the brain in a single accident of prehistory, rather than evolving bit by bit with respect to its functional consequences, then no functional explanations would be necessary. If it was just an accident, any utility would be entirely accidental as well, discovered after the fact. This too might account for the many little idiosyncrasies of language and its discontinuities when compared with other nonhuman forms of communication. But I think that this story is far too neat and tidy precisely because it suggests that so many questions do not need to be addressed. The accidental language organ theory politely begs us to ignore the messy details of language origins, abandon hope of finding precedents in the structure of ape brains or their cognitive abilities, and stop looking for any deep design logic to the structural and functional relationships of language grammars and syntax. This is a lot to ignore. What does this hypothesis provide instead? 

One of the characters in Moliere's play The Imaginary Invalid, is asked by his physician-examiners to explain the means by which opium induces sleep. He replies that it induces sleep because it contains a "soporific factor." This answer is applauded by the doctors. The playwright is, of course, satirizing the false expertise of these apparently learned men by showing their knowledge to be no more than sophistry. The answer is a nonexplanation. It merely takes what is in need of explanation and gives it a name, as though it were some physical object. Like phlogiston, the substance once hypothesized by pre-atomic chemistry to be the essence that determined flammability, the "soporific factor" fails to reduce the phenomenon in need of explanation to any more basic causal mechanisms. 

For many linguists, grammatical knowledge is what needs to be explained, and what is lacking is an adequate account of the source of children's grammatical and syntactic abilities in terms of antecedents in the child's experience of language. We are thus like the characters in Moliere's play, who know what is produced but don't know how it is produced. Failing to discover a satisfactory explanation for how grammatical knowledge could be impressed upon children's minds from the outside, we naturally turn to the possibility that it does not come from the outside at all. But simply assuming that this knowledge is already present, and so doesn't need to pass from outside to inside, only restates this negative finding in positive terms. A grammar instinct or a universal grammar serve as place holders for whatever could not be learned. The nature of this presumed innate knowledge of language is described only in terms of its consequences. Linguists have progressively redefined what supposedly cannot be learned in ever more formal and precise terms, and so we may have the feeling that these accounts are approaching closer and closer to an explanation. But although the description of what is missing has gotten more precise, ultimately it is only a more and more precise version of what is missing. These "explanations" of the nature of a language instinct are inevitably presented in the guise of elaborate definitions of grammatical principles or else as something akin to computer programs, and in this way they are only more formal restatements of the problem of the missing information. Saying that the human brain alone produces grammar because it alone possesses a grammar factor ultimately passes the explanatory buck out of the hands of linguists and into the hands of neurobiologists. 

To be fair, the intent of language organ theories is not to address the question of initial language origins, but rather to explain the source of language competence in development. For this reason, it is not wedded to the hopeful monster assumption. Steven Pinker, a proponent of the Universal Grammar view of language abilities and an articulate champion of many of Chomsky's original insights about the uniqueness of language, argues in a recent book (The Language Instinct) that innate grammatical knowledge is not at all incompatible with an adaptationist interpretation of its origins. He argues that a language instinct could have gradually evolved through the action of natural selection. On the one hand, this is a far more biologically plausible alternative to miraculous accidents and it challenges us to face some of the difficult problems ignored by theories relying on miraculous accidents to fill in the gaps. On the other hand, an adequate formal account of language competence does not provide an adequate account of how it arose through natural selection, and the search for some new structures in the human brain to fulfil this theoretical vacuum, like the search for phlogiston, has no obvious end point. Failure to locate it in such a complex hierarchy of mechanisms can always be dismissed with the injunction: look harder. 

A full evolutionary account cannot stop with a formal description of what is missing or a scenario of how selection might have favored the evolution of innate grammatical knowledge. It must also provide a functional account of why its particular organization was favored, how incremental and partial versions were also functional, and how structures present in nonhuman brains were modified to provide this ability. The language instinct theory provides an end point, an assessment of what a language evolution theory ultimately needs to explain. It rephrases the problem by giving it a new name. But this offers little more than the miraculous accident theory provided: a formal redescription of what remains unexplained. Unfortunately, I think it also misses the forest for the trees, even in this endeavor. I don't think that children's grammatical abilities are the crucial mystery of language. 

The Missing Simple Languages 

The two dominant paradigms for framing the language origins question--the evolution of greater intelligence versus the evolution of a specialized language organ--have one thing in common: both are stated in terms of the problem of learning a very large and complex set of rules and signs. They assume that other species are poor language learners because language is just too complicated for them to learn, and too demanding for them to perform. It requires rapid and efficient learning, demands immense memory storage, takes advantage of almost supernatural rates of articulation and auditory analysis, and poses an analytic problem that is worthy of a linguistic Einstein. Both approaches assume that the difficulty for other species is the complexity of language, but they disagree on the source of this difficulty and on what is required to overcome it. Do human children merely need to be very much more intelligent than other species in order to learn language, or is language so complicated that it is impossible to learn without some built-in language information to "jump start" the process? Accepting one or the other assumption leads to opposite claims about the nature of the evolution of language and the human mind. If language is just difficult to learn, then the neural adaptation that supports it could be quite general in its effect on cognitive abilities. If language is, for all practical purposes, impossible to learn, then the neural adaptation necessary to support it would need to be quite specific. However one looks at these problems, it appears that overcoming the limitations imposed by the obvious complexity of language is a prerequisite to language evolution. I say it "appears" this way, because I think that something has been missed in both views of the problem, something fundamental. These alternatives, and many plausible intermediates, only address one of the main problems in need of explanation, and it is not the critical one. 

A task that is physically too difficult to perform may exceed our strength, our endurance, our rate of performance, our precision of action, our capacity to do many things at the same time, etc. In cognitive terms, these correspond to our ability to focus attention, the persistence of our memories, our rate of learning, and our short-term memory span, etc. ... 
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