Math 314/814: Matrix Theory Dr. S. Cooper, Fall 2008

Homework Solutions — Week of October 23

Section 4.6:

(7) We know that A = 1 is an eigenvalue of the given matrix P and that L has

2 equal columns which is the probability vector given by the eigenvector with

eigenvalue 1 . We need to find Ej:

—2/3  1/6 | 0]_}[2/3 ~1/6 | 0]

[P—f|0]=[
2/3 —1/6 | 0 0 0 [0

So, if x is in the null space of P — I, then

[ 1ya
R

for any t € R. Letting t = 4, we see that F; has basis

(L]}

We now turn this into a probability vector
1
i .
T 4/5

. [ 1/5 1/5 ] |
4/5 45

We know that A\ = 1 is an eigenvalue of the given matrix P and that L has

Therefore,

3 equal columns which is the probability vector given by the eigenvector with

eigenvalue 1 . We need to find Ei:

~1/2 1/3 1/6 | 0 1/2 -1/2 1/3 | 0
P-TI]0]=| 1/2 -1/2 1/3 | 0| — | 0 1/6 —-1/2 | ©
0 1/6 —1/2 | 0 0 0 0 | 0
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So, if x is in the null space of P — I, then

7/3t

for any ¢t € R. Letting ¢t = 3, we see that E; has basis

7
9
3

We now turn this into a probability vector

7
7073 7/19
7+g+3 =19/19
3
7+9+3 3/ 19

Therefore,
7/19 7/19 7/19
L=19/19 9/19 9/19
3/19 3/19 3/19

Let A =
2 2

1 3
]. Then

We concentrate on A! We begin by finding the eigenvalues of A:

1-X) 3

det(A — M) = det
2 (2-X)

]:@—sz—»—GZ«A—®Q+1y

We conclude that A has eigenvalues \y =4 and Ay = —1.

To find the eigenspace F; we find the null space of A —41:

KA—4D]N:[_§ _2: g]_ﬁ
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We see that

(L]}

To find the eigenspace E_; we find the null space of A 4 I:

[<A+f>|o1=[§ 2 : 8]%[2 3 | 0].

(2]
2

We see that A is diagonalizable! That is, let
1 3
1 -2

4 0
0 —1 |

Then P~'AP = D or, equivalently, P~'A = DP~L.

Thus, a basis for Fy is

We see that

Thus, a basis for £_; is

pP=

and

D=

To solve our system of differential equations we now consider the functions u

and v which satisfy the equations




Then

That is,

In other words,

/
_ p1|*
_p y]
= pa|”

y
- pp|”

y

v o= 4u
Vo= —w
We conclude that
u = Chet
v = Che™t

for some scalars C,Cy € R. Thus

b

This tells us that

u

P

(Y

1 3
1 =2

016415
i CQ€_t
[ et + 3Cyet
| C’le‘” — 202€_t

Cle4t + 302€7t
01€4t — QOQG_t
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To complete the exercise, we need to solve the system with the initial conditions

x(0) = 0 and y(0) = 5. This gives us the system

z(0)

0 = 01 +302
y(0) =5

= () —20,

We row reduce the augmented matrix:

We see that 4 = 3 and Cy = —1. Thus,

x = 3e*—3e7!

y = 3e' 427!
Section 5.1:

(1) We check that the involved dot products are all 0:

3
1 41 = (=3)2)+1)4)+(2)(1)=0
2 1
3] [ 1]
1 -1 = (3)OH)+M(=1)+(2)(2)=0
2] | 2]
o1 [ 1]
1 -1 = @M+ +(1)(2)=0
1 2

We conclude that the given set of vectors is orthogonal.



()

We check that the involved dot products are all 0:

T
_? _1 = @(=2)+ )1+ (-1)(=1) + (4)(0) =0
L 4 _ L 0 ]
T
3 —6
4 , | = @ED+EE6)+ (D) +(@)(7) =0
L 4 _ L 7 ]
T
1 —6
_q , | = CDEH+ M6+ (D@ + (0N =0
0 7

We conclude that the given set of vectors is orthogonal.

We have

vi-ve = (1)(1) +(0)(2) + (~=1)(1) =0
vi-vy = (1)(1) 4+ (0)(=1) + (=1)(1) =0
va-vy = (1)(1)+(2)(=1)+(1)(1)=0

We conclude that the set {vq, va,vs} is an orthogonal set of vectors. By The-
orem 5.1, {vy,va, vz} is a linearly independent set. By the Fundamental The-
orem of Invertible Matrices, any set of 3 linearly independent vectors forms a
basis for R3. Thus, B = {vy, V2, v3} is a basis for R3.

By Theorem 5.2,

W = (V1 + CaVay + C3V3

where

fori=1,2,3.



We calculate

w-vy = (1) +1)(0) + (1)(-1) =0
wove = (1) +(1)2)+(1)(1) =4
w-ovg = (1) +1)(=1)+(1)(1) =1
vi-vi = (1)(1)+(0)(0) + (=1)(-1) = 2
ve-ve = (1)(1)+(2)(2)+(1)(1) =6
vs-vg = (1)(1)+(=1)(=1)+(1)(1) =3
So,
0
cT = 520
42
@ = 573
1
C3 = §
That is,

2 1
W = 0V1 + sz + §V3.

0
wis=12/3 |.
13

(13) Call the given vectors vy, va, Vg, respectively.

By definition,

We calculate

viova = (1/3)(2/3)+(2/3)(—1/3) + (2/3)(0) = 0
vi-ve = (1/3)(1) +(2/3)(2) + (2/3)(=5/2) = 0
vz-vs = (2/3)(1) +(=1/3)(2) + (0)(=5/2) = 0

Thus, the given set of vectors is orthogonal.



Now, we calculate

viovi = (1/3)(1/3) + (2/3)(2/3) + (2/3)(2/3) = 1
vava = (2/3)(2/3) + (=1/3)(=1/3) + (0)(0) = 5/9 # 1
vavs = (D(1)+(2)(2) + (=5/2)(=5/2) = 45/4 £ 1

Since va - vo # 1 and vs - v # 1, the given set is not orthonormal. To create
an orthonormal set of vectors from those given, we need to normalize v, and

vs. Let uy and ug be the vectors:

1 1 3 2/\/5

Ug (= Vo = Vo = —— Vo = —1 5

and
. . 2/(3v/5)

2
V3 45/4 3VO

Thus, the vectors vy, us, us is an orthonormal set of vectors.

us

(a) Since {v1,Va,..., vy} is an orthonormal basis for R", Theorem 5.3 says

that we have the linear combinations
X = (x-vi)vi+-- 4+ (X Vy)Vp
y = (y-vi)vi+--+ (¥ Vn)Vn
So,
X-y=[x-vi)vi+- -+ (X-Vn)Va|  [(y - V1)V1i+ -+ (¥ Vn)Vn]
By distributivity, a term of x - y looks like
[(x - v5)(y - vi)lvj - vi.

But, the vectors vy, ..., vy are orthonormal, and so if j # i then vj-v; =0

and if j =4 then v; - vi = 1. This shows that

x-y=(x-vi)(y -vi)+-+(x-va)(y-vn)



(b) By Theorem 5.3,

That is, i i
X-Vy
. V2
x| = .
X-Vy
and _ -
y-vi
Yy va
[Y]B =
Y Vn
We see that

X [yl = (- va)(y - va) + o (6 Va)(y - Vi) = Xy



